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Certain extremal problems concerning polynomials that have restricted ranges
with a node are investigated. 1') 1990 Academic Press, Inc.

I

Let {Uf}~ be a Chebyshev system on [a, b] and let U=span{ui}~' Let
f, gEC[a,b] satisfyJ>g. Given t*E[a,b] and CE(g(t*),J(t*)), denote
K= rUE U: g~u~! and u(t*)=c}. In this paper we discuss certain
extremal problems in K (Section II) and their applications to polynomials
(Section III for t* = a and Section IV for t* = 0).

II

In order to describe our basic results we need

DEFINITION. If there exist u E K and m points

satisfying either

(i) t* = tj for some j and

u(tm-d = {!(lm-i)'
g(tm-J,

i=2k+1
i=2k

(i'f.m-j) ( I )
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EXTREMAL PROBLEMS

or

(ii) t* = tj for some j and

i=2k

i=2k+ 1
(1# In- j) (2)

[=b,

t E [a, b - (b - aJ/k ]

t E [b - (b - a 11k, b]

then u is said to alternate In times with respect to (g, f) having the
node t*, denoted by A1(u)=m or A 2(u)=m, respectively.

For convenience we write the following lemma which is from [3, p. 611

LEMMA. Let {ud~ be a Chebyshev system on [a, b] and UE U. If u has
n + 1 weak sign changes on a set {t l' ... , til + 2}, a ~ t 1 < ... < tn + 2 ~ b [4,
p.260], then u = 0.

Our basic result, which is an extension of [I, p. 72. Theorem H.I0.2], is
as follows:

THEOREM 1. Let {uJ~ be a Cheb.vshev system on [a, bJ and lei
f, g E C[a, bJ such that there exists a polynomial v E K saris/ving f > v > g.
Then there exists a unique polynomial ii E K satisfving A Jun = n + 1 and
there exists a unique polynomial g E K satisfying A 2(g) = Ii + 1.

Proof The proof of uniqueness may proceed as in Theorem [1, p.66..
II.lO.1 ].

Without loss of generality we assume that t* < b; otherwise for t* = b we
may treat the functions f*( T) = f( - T) and g*( T) = g( - T) defined on
[-b, -aJ and the set {u*Espan{ui(-T))3:g*~u*~f*,!I*(T*)=c},

in which T* = -t* = -b < -a.
Take

{

OJ
gi:(t) = a linear function,

21If-gll,

gk(t) = g(t) - gZ(t),

Kk = {UE U: gk~u~f, u(t*)=c},

k= 1, 2, ....

Let Uk E Kk be the best approximation to gk from Kk , k = 1, 2..... Then for
each k there exist n + 2 points [2]
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such that t* = tJk and one of the following relations occurs:

i=2k' + 1

i=2k'
(i#jd (3)

or

i=2k'

i= 2k' + 1

We may assume, selecting a subsequence if necessary, that

(a) vk ~ U as k ~ Cf:J for some U E K;

(b) All Vk satisfy the same one of the above two relations, say (3);

(c) t1 ~ ti as k ~ Cf:J, i = 1, ..., n + 2, t; = tj = t*, which satisfy that
t l ::::; ••• ::::;t n + 2 •

Assertion 1. If ti=ti-l- I for some i::::;n+l, then ti=ti+l=b, whence
t i = ... = t n -I- 2 = b.

In fact, suppose on the contrary that t i = ti-l-' < b. For k large enough we
have that gk(t7)=g(t7) and gk(t7+d=g(t7-1-')' Also it follows from
t i = t i+, that

lim (vk(t7)-Vk(t7+,))=0,
k-x

whence by (3) either

lim IIv k - gkll = 0,

or

j E {i, i + I}

But

jE {i, i + 1}.

lim Ilvk - gkll ~ lim(vk(b) - gk(b)) = u(b) - g(b) + 2 II!-- gil ~ 2 II! - gil,
(5)

a contradiction.

Assertion 2.

(6)
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By Assertion 1 it suffices to show that tIl < tIl + I' Suppose not and let

t,,=t,,+l' Then by Assertion 1, t,,=t,,+I=t"+2=b>t*. Whencej<ll and

for some i, i ): n + 1.

For such an index i, by (3) we must have that

or (8)

Since lim(vk (t7)-vk U7_1)) =0, it follows from (5), (7), and (8) that either

0= lim( gk(7) - f{t7_ d) ~ lim(g(l1) - fU7- 1)) = g(b) - f(b)

or

0= lim{gkUn - gk(l7-1) -llvk - gkll )

= lim(g(t7) - g(l7-1)) + lim(gtU7_1) - gZ(7)) -lim I!v k - gkli

~0+O-211f-gll

=-2!1f-gll.

In any case it will give a contradiction. Thus tIl # l" +!.

Assertion 3.

j~n+ 1. (9)

If possible, assume that j = n + 2, i.e., t* = t" + 2' Of course by Assertion 1
and the assumption of t*<b we have that t l < ... <t"+1 <In+2=t*. For
any II' E K we see that U - 11' has n + 1 weak sign changes on a set
{ t 1, ..., tn + 2} and IV = U by Lemma, a contradiction. The assertion is
complete.

By Assertion 3 from (3) and (5) we get that t* = l; and

i= 2k' + 1
i=2k'

(1 :;;;:i:;;;:n+ 1, i#)),

i.e., u satisfies A1(u)=n+ lor A 2(u)=n+ L Similarly, if we put that

K;:= {UE U: g~U~fb u(t*)=c},

where fk=f+gt, we can get u*EK satisfying A](u*)=n+l or
A 2(u*)=n+ 1.
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Assertion 4. u i' u*.

First, we note that there are 11'1' 1l'2EK such that wl (b)<W2(b), for
otherwise we have that w(b)=v(b)=u(b) for any wEK, where
f(b»v(b»g(b), which implies that t,,+Ii'b and U-)V has n+1 weak
sign changes on a set {t [, ..., t" + I' b }. Whence we obtain 11' = u again, a
contradiction. From wl(h) < w2(b) it follows that u(h) ~ wl(b) <
H'2(b) ~ u*(b), i.e., u i' u*. By Assertion 4 and uniqueness we see that if
it = u then g = u* or conversely.

COROLLARY 1. If the functionf(t) in Theorem 1 is a polynomial u(t) and
g = 0, then there exist a unique representation

u(t) = u(t) + !{*(t)

and a unique representation

u(t) = g(t) + u*(t),

where u and g are defined in Theorem 1 and A I(u*) = A 2(!{*) = n + 1 with
the value f( t*) - c at t* instead of c.

Proof If f is a polynomial then the function f(t) - u(t) obviously
satisfies that A 2(f -u)=n+ 1 with the valuef(t*)-c at t*. So, by unique
ness, ftt) - u(t) = g*(t). Similarly, we have another representation
f(t) - g(t) = u*(t).

THEOREM 2. Assume that the assumptions of Theorem 1 are satisfied and
further {Ui}~ is a Chebyshev system on [a', b'] ~ [a, b]. Let u and g be as
defined in Theorem 1 and let u E U satisfy g( t) ~ u( t) ~ f(t) for t E [a, b].

(a) if (-1)"+ 1-) u(t*) ~ (-1)"+ I-)C and u #g, then

u(t) < g(t),

u(t) > g(t),

u(t) < g( t),

t<a

t<a,

t>b,

or t>b, n=2m

n=2m+ 1

n=2m+ 1;

(b) if (-1)" + 1-) u(t*)?: ( - 1)" + I -)c and u i' U, then

U(l) > u( t),

u(t) < u(t),

u(t) > u(t),

t < a

t<a,

t>b,

or t>b, n=2m

n=2m+1

n = 2m + 1.
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Proof We present only the proof of (a), the proof of (b) being
similar.

Since A leU} = n + 1 and

Especially

{
~O,

u(td - u( t d ~ 0,

and

n + 1- j= 2k

n+ 1- j=2k+ 1,

i=2k

i = 2k+ 1.

11=2m

n=2m+ 1

Thus if for some t < a

{
::::::o,

g(t) - u(t) ~O,
n=2m

n=2m+ 1,

then g-u has n+ 1 weak sign changes on a set {t, t l , ..., tn + J } and Ji=1I

by Lemma. Similarly, u(t)-u(t)~O for some t>b implies M=U.

COROLLARY 2. Let the assumptions of Theorem 2 be satisfied and U E K.
If u =1= ii and u =1= g, then

it(t) < u(t) < u(t), t<a or t>b, n = 2111

M(t) < u(t) < ii(t), t < a, n= 2m + 1

ii( t) < u( t ) < g( t), t>b, n = 2m + 1.

Proof From Theorem 2 the corollary is immediate.

COROLLARY 3. Let the assumptions of Theorem 2 be satisfied with c? 0
and g = - f < f Then for any U E K

where

lui ~ lu*l, t<a or t>b,

{
U,u* = _
u,

n+l-j=2k

n + 1 - j = 2k + 1,
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in which equality can occur if and only if

{
u* ,

u=
±U*,

c>O

C=O.

Proof Let n+1-j=2k. Since -u(t*l= -c~c, (_l)n+l-j(_i/(t*))
~ ( -1 r+ 1- j c. By Part (a l of Theorem 2 we obtain that

fMlt), t<a or t>b, n=2m

-~l(tl ~g(tl, t<a, n=2m+ 1

~g(tl, t>b, n=2m+ 1.

Coupled with Corollary 2 we get that

- g{ t l ~ ~l{ t l ~ u{ t) ~ g{ t l,

g( t) ~ u( t) ~ u( t) ~ - g( t),

- g( t) ~ u( t) ~ u( t l ~ g( t l,

In any case we have that

lu(tll ~ Ig(t)l,

t<a

t<a,

t>b,

t<a

or

or

t>b,

t>b,

n=2m

n=2m+ 1

n=2m + 1.

in which equality can occur if and only if u = g or u = -g = ii. But - g = ii
if and only if c = 0. Thus the equality in the above inequality can occur if
and only if

{
g,

u-
±y.,

c>o
c=O.

Let n+1-j=2k+1. Since -g(t*)= -c~c, (-1r+I--j(-g(t*))~

( - 1)n + 1 - j c. In the remainder of the proof the same analysis as in the case
n + 1 - j = 2k is applicable.

III

As usual Tn{t) denotes the Chebyshev polynomial of degree n of first
kind, n=O, 1, ....

THEOREM 3. Let P be a polynomial of degree at most n ~ 1 such that
IP(t)1 ~ 1 for \tl,;:; 1. Let So and Sl be the smallest values oft in [-1, l)for
which Tn(sol = c and Tn(stl = -c, respectivel.v (lei < 1).
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(a) If P(-l)::;;c, then

9

P{t)::;; T,J~(I-so) t+~(1 +so)),

P( t) 'is - T,Ji (1 - sd t + ~ (1 + sd),

P(t )~ - T// (~ (1 - S l) t + i (l + s d ),

ItI> 1,

t< -I,

t> 1.

n=2m

n=2m+ I

11=2171+ L

Any of the equalities occurs for some t if and only if if occurs for allY r.

(b) If P( -1) ~ c, then

P{t) ~ - T//(!(1-sd t +!(1 +Sl),

P(l)~ Tn(~(l-so) t+i(1 +50»)'

P(t)::;; Til (i(l- so) t + HI + so)),

ItI> L

t< -1,

t> 1,

n=2m

n=2m+ 1

11 = 2m + 1.

Any of the equalities occurs jor some t if and only (f it occurs for an)' t.

Proof We present the proof of (a), the proof of (b) being similar. For
simplicity write S;(t) == T n ( !(1- 5;) t + 1(1 + s;l), i = 0, l-

As we know

n-i
x;=cos --n,

n
i = 0, 1, ... , n. (10)

By the assumptions of the theorem -1 =Xo <50, 51 <Xl < ... <x,,= 1.
Put

II =Xo and i = 1, ... , n.

Then t I < t 2 < '" < t" + I and

S . {T,,(So) = c,
0(t//+ 1_;)= T ( .)=(_1);

n ·:'<n-l I'

i=n
i = 0, ..., 11 - 1,

which means A 2(So)=n+ 1 withf= 1, g= -I and t*= -1, i.e., y=So by
Theorem 1. Similarly ii = -51' Thus, if P( -1) 'is c, then (-1 r P( - I ) 'is
( - 1)"c for n = 2m and (- 1)" P( - 1) ~ ( - I )n c for n = 2m + 1. The results
to be desired follow from Theorem 2.

From Theorem 3 the following is immediate by Corollary 2.
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COROLLARY 4. Under the assumptions of Theorem 3 if P( - 1) = c but
P(t) =t= Tn(!(1- so) t +!(1 + so)) and P(t) =t= - Tn(!(1- stl t + !( 1+ sd),
then

-Tf/(!(1-s\)t+!(1 +s\))

<P(t)< Tn(!(1-so)t+ HI + so)),

- TA!(1-s\)t +!(l + s))

< P(t) < Tn(!(l- so)t +!(1 + So)),

Tn(!(l- so)t + !(1 + so))

< P( t) < - T(!(l - sd t + HI + sd),

ItI> 1,

t> 1,

t< -1,

n=2m,

n=2m+ 1,

n=2m+ 1.

Remark. Theorem 3 is an extension of the theorem by Rivlin and
Shapiro [5], because we have

COROLLARY 5. Under the assumptions of Theorem 3, if P( -1) = c with
o~ c ~ 1 then

IP(t)1 ~ ITf/(Hl-s)t +!(1 +s)I,

where

ItI> 1, (11 )

n=2m

n=2m+ 1.

Equality can occur in (11) if and only if

P( t) = {TIl(! (~ - s) t + ! (~ + s),I - T,h: (l - 5) t + J (l + s )),

t P(t)= ±Tn(Hl-s)t+!(l+s»

n=2m

n=2m+ 1
(c > 0)

(c=O).
(12)

Proof In the proof of Theorem 3 we see that

u(t)=Tn(!(1-so)t+!(1+so)) and u(t)= -Tn(1(l-s\)t+!(l+sd).

For the case 0 ~ c < 1 the corollary follows directly from Corollary 3
because j = 1.

For the case c=1 we have that 50= -1 for n=2m and s\= -1 for
n=2m+l, which means that s= -1 and Tn(!(l-s)t+!(l+s»)=Tn(t).
Thus the corollary is a well known result.
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IV

In this section the main result is

'- [

THEOREM 4. Let P be a polynomial of degree at most n = 2m (m;;::;' 1)
such that IP(t)1 ~ 1 for ItI~ 1 and P(O) = c. Let So and 51 be the smallest
values of tin [0, 1)for which T,,(so) = c and T,,(sI1 = -c, respectively. Then

(a) For lei < 1

It! > 1.

Any of the equalities can occur for some t if and only if it occurs for any!

(b) For O~c~ 1 and

{
s m=2k

s= s:: m= 2k + 1,

/P(t)/ ~ IT,,(-!(1-s2)t 2+ s21 1.

Equality can occur if and on(v if

Ill> 1.

m=2k

m=2k+ 1
(c>O)

(c=O).

Proof (a) For simplicity write Si(t)= T,,(,,/(1-snt"+s7). i=O, 1.
Clearly Si(t) is symmetric with respect to t. Putting

t"'+I=O, -t - t - !(x 2 S2)1(1 0
2 )m+l-i- nz+l+l-y' '" m+;-' 0 I -JO,' i= 1, ..., m,

where x",+/s are defined in (10), we have that t j < ". <1"+1 and

St. = {TIl(So)=c,
o( '" + I +,) T (_ .) = ( _ 1)fIl ~ i

n "x m + 1 .,

i=O

i= 1, ... , m.

This means by Theorem 1 that Y..=So' Similarly we can show ii= -51' By
Corollary 2 we obtain (a).

(b) Noting that j = m + 1, the conclusion follows directly from
Corollary 3 for the case 0 ~ c < 1.

For the case c=1 we have that s=O and T,,(v/(l-s")t 2 +s2 )=T,,(t).
The corollary is a well known result.
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